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ABSTRACT 

A common problem found in the calibration laboratories is the reliability of the results 

obtained in the calibration of instruments especially when they do not have a built-in 

communication interface. In this case, the time consuming is increased significantly and the 

calibration may be subject to human error, since this task involves several manual data readings 

and transcriptions. In this context, many authors have proposed computer systems in order to 

automate calibration processes. This paper describes an algorithm using template matching with 

normalized cross correlation for reading the display of digital measuring instruments without 

built-in communication interface and storing the read ASCII value in a database used in the 

certification process. Experimental results showed that the proposed algorithm presents a high 

performance and can be used in real time computer vision systems applied to calibration 

processes.  

KEYWORDS: Calibration. Digital Instruments. Computer Vision. Template Matching.  
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1. Introduction 

A common problem found in the calibration laboratories nowadays is the productivity 

of their technicians and the reliability of the results obtained in the calibration process and the 

transcript of the calibration’s certificate. This is mainly caused by the fact that, in most cases, the 

technician who performed the calibration service does not issue the certificate, but only signs it 

after the filling done by a typist. In some cases the result in the certificate can be different that 

one obtained during the calibration process, frequently caused by human errors in transcription 

data. 

The calibration processes accuracy may be significantly affected when instruments 

without built-in communication interface are involved once several manual readings and 

transcriptions of the data are more subject to human errors. Moreover, this task is time consuming 

and stressful.  

Thus, automated systems play a very important role in the calibration of measuring 

instruments because they provide greater accuracy, repeatability and cost savings, beyond the 

reduction of monotonous and complex tasks (Alegria & Serra, 2000).  

In this context, many authors have proposed automatic calibration systems using 

computer vision techniques (Alegria & Serra, 2000; Andria et al., 2009; Vázquez-Fernández et al, 

2009; Fracasso, Silva & Selvatici, 2010; He et al., 2007). 

Computer vision can be defined as a sub-area of image processing that studies the 

development of methods and techniques that enable a computer system to recognize objects in 

images imitating some capabilities of the human visual system, as the ability to describe a scene 

contained in a digital image (Gonzalez, 2002).  

An efficient computer vision system must be able to extract a set of attributes that 

accurately describe a scene and is small enough to reduce the processing time to be used in 

practical applications such as robot vision systems, autonomous vehicles, surveillance systems, 

automatic license plate recognition, industrial inspection and biometrics patterns recognition, 

among others (Araújo, 2009).  

One of the most known technique in computer vision systems is the template matching 

and is used to find small parts of an image, called template, in another image that has been 

analyzed (Araújo, 2009; Gonzalez, 2002). 

In this paper is presented an approach, based on template matching with normalized 

cross correlation, to automate the process of calibration of digital measuring instruments without 

a built-in communication interface. The proposed algorithm uses computer vision techniques and 

allows the calibration values to be automatically input in a database, reducing the possibility of 

human errors in reading and transcription data tasks.  

The remainder of the paper is organized as follows. Section 2 introduces the template 

matching technique using normalized Cross Correlation. Section 3 describes in detail the 

proposed algorithm. Section 4 presents some experimental results on real images and finally, the 

Section 5 concludes the paper and shows our plans for the future work.  

2. Template Matching with Normalized Cross Correlation  

Template matching is a technique widely used for finding patterns in digital images. Let 

A be the image to be analyzed and T the query template. The goal of a template matching 

algorithm is to find all occurrences of T in A, as illustrated in the Figure 1.  

Template matching can be done in two ways: feature-based or template-based. The first 

way uses the features of the T and A to find the best matching locations of T in A. The second, 

also called global approach, uses the entire template to determine the matching positions. In both 

cases, some similarity measure needs to be used. Template-based approaches can be conducted 

using, for example, sum of square differences (SSD), sum of absolute differences (SAD) or 

normalized cross correlation (NCC) measures (Hii et al., 2006). 

In most cases the instances of T in A may appear rotated, scaled, shifted and with 

diverse brightness and contrast (Araújo & Kim, 2011). Due this fact template matching technique 
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is well known as an expensive operation and the execution time is proportional to the size of the 

images A and T. 

   

(a) 

Template 

(T) 

(b) 

Image to be analyzed (A) 

(c) 

Result of template matching algorithm 

Figure 1. Example of template matching.  

 

 The simplest implementation of template matching algorithm, using global approach, 

invariant to rotation and scale is the “brute force” solution. It performs a series of  template 

matchings between the image to be analyzed A and the instances of the query template image T  

rotated by every angles and scaled by every scale factors, considering some specified range of 

angles and scale factors (Kim & Araújo, 2007).  

The brute force algorithm yields the most precise solution to this problem. 

Nevertheless, it is very time consuming and thus is not feasible to be used in practical 

applications. However, this technique can be very efficient if does not have the necessity of 

rotation and scale invariance (Araujo & Kim, 2011). 

Normalized cross correlation (NCC) is widely used as a similarity measure in template 

matching and is the most robust correlation measure for determining similarity between points in 

two or more images (Hii et al., 2006).  

Considering an image A of size M  N pixels and a template T of size I  J pixels, then 

the cross correlation between A and T, denoted by )CC( TA, , is defined as: 

a
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b
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where: 2/)1(Ia , 2/)1(Jb , m=0,...,M-1 and n=0,...N-1, C is the result matrix, with the 

same size of A, in which the peaks indicating the occurrences of T in A (matching positions). 

In many applications the brightness of the images can vary due to environment lighting 

conditions. In these cases, the images can be first normalized. Thus, NCC(A,T) can be defined as:  
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The computation of NCC(A,T), defined in Equation 2, generates a matrix C in which 

the values range from  -1 to +1. Depending on the application, we can use either the absolute 

value |),(| nmC  to allow matching negative instances of the T in A or the value of ),( nmC with 
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signal for not allowing the matching of negative instances of T.   

The Figure 2 depicts the result of NCC between T and A. The highest peeks indicate the 

occurrences of instances of T in A.  

   

(a) 

Template 

(T) 

(b) 

Image to be analyzed (A) 

(c) 

Result of NCC between A and T. 

Figure 2. NCC between a display image and the template of digit 3. 

 

In the practice, template matching with NCC is performed by moving the center (or the 

origin) of the template T over each (m, n) point in the A and calculate the sum of products 

between the coefficients in A(m, n) and T(i, j) over whole area spanned by T.  

The NCC computation is high costly in time. However, the most available library 

implementation is optimized and makes use of Fast Fourier Transform (FFT), where the 

correlation sums are reduced to matrix products, accelerating the processing time. It is the case of 

the OpenCV library (Intel, 2007) used in our implementations. 

3. The proposed algorithm 

The algorithm proposed in this paper was implemented in C/C++ language using 

OpenCV and Proeikon libraries (Intel, 2007; Kim, 2010). It is divided in two main steps: i) 

Regions of Interest (ROIs) determination and ii) Recognition of the digits. After two steps, the 

ASCII data representing the digits are stored in a database. 

3.1 ROIs determination 

In the first step of the algorithm a color image of size 851 638 is acquired by a 

conventional low cost webcam, converted at 256 gray levels and reduced to 30% of its original 

size. One example of input image is showed in the figure 2b.  

Since the template matching technique may be an expensive operation concerning the 

time processing, the reduction of search area is important to accelerate the algorithm.  

To detect the ROIs automatically, firstly NCC between input image and the template of 

digit 8 (T8), denoted by NCC(A, T8), is computed generating the image C, illustrated in the Figure 

3a, in which the highest peeks give the coordinates of the line crossing the vertical center of the 

digits (Figure 3b).  

In addition, by determining a threshold value t, it is possible to select the five highest 

peeks (Figure 3c), which indicate the horizontal center of each digit (Figure 3d).   
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(a) NCC(A,T8) (b) Line crossing the vertical center of the digits 

  

(c) The five highest peeks over the line (t=128) 
(d) Lines crossing the vertical and horizontal center of 

each digit 

Figure 3. ROIs determination process. 

Using the coordinates that denote the center of the digits, the initial and final position of 

each subregion S0,.., S4 is finally calculated, as shown in the Figure 4.  

 

Figure 4. Detected subregions. 

However, it is valid to remember that the decimal point need not be recognized because 

it is always fixed after the second digit.  
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3.2 Recognition of the digits 

In this step, the digits of the display are recognized and stored in a database. For this 

purpose, first the NCC is calculated between each Si (Figure 4) and each one of the templates Ti 

(Figure 5) and the maximum value of correlation is stored in the matrix P, containing 5 rows 

(subregions of A) and 10 columns (templates), as follows: 

 )],([MAX],[ cl TSNCCclP  (3) 

where l=0,…,4 and c=0,…,9.  

The index c of the highest value of each line in the matrix P indicates the value 

displayed in the analyzed instrument on the position l. Thus, the output data consists of an integer 

vector D containing 5 elements. This vector is obtained as follows:  

[ ]],[ARGMAX=][
9

0=
clPlD

c
 

(

(4) 

where c is the argument that maximizes ],[ clP . 

 

     

(a) T0 (a) T1 (a) T2 (a) T3 (a) T4 

     

(a) T5 (a) T6 (a) T7 (a) T8 (a) T9 

Figure 5. Query templates used in the recognition step. 

 

The Figure 6 illustrates the matrix P calculated to recognize the display digits depicted 

in the figures 1, 2 and 4. 

  0 1 2 3 4 5 6 7 8 9 

0 215 149 106 122 112 93 148 184 176 127 

1 133 144 137 219 103 124 101 163 139 163 

2 223 150 104 130 100 112 162 178 181 136 

3 146 152 80 126 93 188 227 168 171 125 

4 114 150 127 225 110 129 97 162 138 164 
 

Figure 6. Matrix P calculated in the recognizing of the display containing the digits “0”, “3”, “0”, “6” 

and “3”. The correlation values ranging from -1 to 1 were converted to the interval [0, 255]. 

Finally, the ASCII values from vector D representing the displayed digits, a display 

image’s copy and other data about the calibration process are stored in a database to be used in 

the instrument certificate or to identify some mistake occurred in the digits recognition. 
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4. Experimental results 

In order to evaluate the robustness of the proposed algorithm we have conducted 

experiments using a set of 50 images affected by illumination changes (Figure 7a and 7b); noise 

(Figure 7c) and JPEG compression (Figure 7d). In these experiments all 250 matchings were 

perfect, without any false positive or false negative, even in the presence of some faintly visible 

digits (e.g. Figure 7b). 

  

(a)  (b)  

  

(c)  (d)  

Figure 7. Examples of images used in the experiments. 

 

The distribution of the digits in the image set is showed in the Table 1. As can be seen 

all 10 digits appear at least 7.6% in the images.  

Table 1. Distribution of the digits in the set of images. 

Digit 0 1 2 3 4 5 6 7 8 9 

% 14.4 13.2 10.0 10.0 7.6 7.6 9.6 9.2 9.6 8.8 

   

The robustness of the proposed algorithm can be addressed to the fact that, differently 

from most used techniques like (Alegria & Serra, 2000; Vázquez-Fernández et al, 2009), it does 

not discard the rich grayscale information through operations such as detection of edges or 

segmentation/binarization of the images. The main problem is that these image-simplifying 

operations throw away the rich grayscale information, are sensitive to noise and JPEG, 

decreasing the robustness of the matching (Kim & Araújo, 2007).  
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Concerning the time of processing, the algorithm takes, in average, 0.3 sec using a 

Pentium 4 2.8GHz to read the numbers appearing in the display image.  Nevertheless, this time 

could be further reduced by performing the template matching operation, in the second step, only 

in a few pixels around the peaks representing the center of the digits instead all pixels inside each 

subregion Si. This reduction in processing time can allow the use of the algorithm in real-time 

computer vision systems applied to calibration processes. 

5. Conclusions 

This paper describes an algorithm using template matching technique with normalized 

cross correlation for reading the display of digital measuring instruments without built-in 

communication interface and storing the read ASCII values in a database used in the certification 

process.  

In the experiments using a set of 50 images affected by illumination changes, noise, and 

JPEG compression all 250 digits were correctly recognized, showing the robustness of proposed 

algorithm. In addition, its performance could be further improved by reducing the ROIs. Besides, 

the algorithm could be used in several kinds of digital measuring instruments using a set of 

templates previously stored in a database.  

In future works we intend to improve the proposed algorithm making it feasible to be 

applied in a real-time automated calibration system and also studying and applying computer 

vision methods in the automation of other types of measuring equipment such as analog 

instruments. 
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